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1 Introduction 

1.1 PROJECT STATEMENT 

The purpose of this project is to utilize an onboard system in realtime to detect the 
location of objects in a drone camera’s view. To accomplish this we use a neural network to identify 
complicated objects and then a series of other, simpler methods to extract additional information 
such as distance away from the drone.  

1.2 PURPOSE 

This software will utilize a system’s GPU to be able to more efficiently and quickly apply 
deep learning to embedded real time system processing. It will be able to detect and analyze 
objects and provide relevant information about it. 

The use of a neural network with real time data on on-board hardware has a wide range of 
applications beyond this project. While many military applications come to mind, there are plenty 
of civil uses as well to better the world. A good example of this would something like Amazon’s 
drone delivery service. If they could utilize this system, it could save time and money for the 
company by avoiding objects and ensure more happy customers by putting packages in more 
convenient and secure locations. 

1.3 GOALS 

When finished, the system will be able to be installed onto any autonomous system and be 
able to provide accurate and useful information about the surroundings. This is intended for use on 
remote controlled drones, but this could also be applied to most autonomous vehicles to detect 
objects near the vehicle or surveillance systems. The ability to detect a generic object has a 
multitude of uses already, but our system will be able to be trained on specific relevant objects. 
Additionally, the ability to easily detect novel objects after training.  

Lastly, here is a list of tentative features we hope to achieve in order of under taking: 

● Simulation data collection 
● Distance and relative object orientation calculation 
● Geographical position detection based on landmarks 
● Object trajectory predictions 
● Multi Camera and alternative camera support 
● Wingmate and other aerial object tracking 
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2 Deliverables 
The aim of this project is to provide software that can be installed onto an embedded board 

for use in autonomous aircraft. The software will be able to detect landing strips, runways and 
known airports. A stretch goal being able to analyze additional flying objects, be able to track 
objects and point out landmarks or significant structures. 

Specifically, these items will be released to the client upon completion: 

1. Source code for application developed, unless otherwise specified we(the students) 
may share and reuse any and all source code. 

2. A PDF guide explaining installation and usage of source code aforementioned 
3. A powerpoint explaining the project 
4. Any videos generated during this project regarding the project. 

3 Design 
To give a high level description, this project will utilize a TK1 board mounted on a aerial 
platform(AKA drone) to analyze images captured from an onboard camera. This system will then 
feed the information of what it sees into other onboard systems. 

The TK1 has been selected due to the lower cost and ease of use with our selected learning 
framework, TensorFlow. 

We chose TensorFlow because we have the most experience with it and because Tensorflow has a 
lot of support such as Keras to simplify coding. Additionally, Google has released a pretrained 
neural network that we would like to utilize in our design. This pretraining can save us a good 
amount of time and increase our accuracy. 

The aerial platform, in this case likely a drone, will be used but will be provided by the client on as 
needed and approved basis. This will not be an issue until later stages of the project. 

It is important to specify that the drone will be part of the project as an aerial vehicle as drones can 
have a large amount of disturbances while taking pictures from a mounted position. This means we 
must carefully choose our camera and training system as stills taken from the internet or video 
captured via other methods may not be what the end results sees. 

3.1 PREVIOUS WORK/LITERATURE 

1) One similar project[5] to ours, created by a university research group in Austria, 
highlighted the plausibility of this project working. In their project they built a drone to be 
controlled by a neural network that took in live data and transmitted it back to a ground 
station. The ground station, in this case a laptop, computed the neural network and then 
transmitted instructions back to the drone. 
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a) https://www.youtube.com/watch?v=umRdt3zGgpU 
2) Matt Havey posts in his blog [3] about how we went about using a raspberry pi and a 

camera to do on the fly analytics like we are. In his case, he wanted to know if football was 
on the TV or if was commercial. Many of the method he discusses in the post gave us a 
good starting point and more importantly validated that this project was actually a 
possible.  

3) Havey continues on in another post[4] where he explains different ways we can utilize 
machine learning and machine vision, and the associated trade offs. He also talks about 
utilizing a different method on his Pi experiment in hopes of decreasing processing time, 
which we are interested in. 

 

3.2 PROPOSED SYSTEM BLOCK DIAGRAM 

 

 

(System Diagram 1) 
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3.3 ASSESSMENT OF PROPOSED METHODS 

● Computer vision with machine learning.  
○ This method would combine standard image processing techniques together with 

a basic neural network or other machine learning method. 
● Deep neural network. 

○ This method would involve using a neural network directly on the image data. This 
network would be larger than the other methods. 

 

3.4 VALIDATION 

For our project we have several steps in which needs verification. Each step thus must have a 
unique verification process. 

● Model Training 
○ To start, we need to ensure that our model is progressing in the correct direction, 

that is to say not losing the ability to detect things correctly via overfitting. To help 
mitigate this issue we will be carefully controlling the data sets we feed it for 
training as well as verifying select results by hand to ensure automated methods 
are producing meaningful results. 

● Software and Hardware Compatibility 
○ The drone we will be equipped to is mostly a black box to us. So for this reason we 

need to ensure that we carefully follow any specifications given to us by our host 
devices on the drone. Ultimately the verification for this will come our client. 

○ Furthermore, we need to ensure that all our components(ie camera, board, and 
software packages) all work together. We have spent extensive time researching 
these issues and believe them to not be a problem. 

● Model Export and Embedded accuracy 
○ This stage is the most uncertain. We can verify that the model exports correctly 

but we also need to ensure that the model operates correctly in a different system 
and can properly run on our onboard system. To ensure accuracy at this step, we 
will simply run our diagnostic tests from the training stages on the board itself. 

4 Project Requirements/Specifications 

4.1 FUNCTIONAL 

● Runable on the embedded system.  
● Can detect basic objects.  
● Must be able to take in images from a camera 
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● Be able to locate key features in an image 
● Be able to identify known objects or features from 400ft - 600ft 

4.2 NON-FUNCTIONAL 

● Embedded system must fit inside the drone 
● Must be able to process an image at least once per second from onboard camera 

○ Ideally, target goal is 30-60 FPS 

5 Challenges 

5.1 EXPECTED CHALLENGES AND DIFFICULTIES 

Our first major concern is with having to organize between two teams with the same 
project. We need to plan weekly meetings with the advisors and bi-monthly meetings with the 
client that both teams would need to attend. A problem arises here with the information that we 
acquire from both meetings. Another issue based on having two teams would be agreeing on the 
final goal for both teams. Since the teams aren’t trying to compete,  we will need to figure out 
which features each team would like to work on. Another  concern is with hardware compatibility. 
We are planning on using an Nvidia Jetson board and would need to incorporate the board with the 
drone. The drone has a tight constraint on space for additional peripherals. The board made need 
to be modified to fit in the space provided, however Rockwell Collins has been experimenting with 
this. Since we are dealing with training neural networks, these neural networks can become quite 
complex with more and more features. Our next issue is with being able to fit the neural network 
on the Jetson board and being able to gather enough information in a reasonable amount of time to 
make an accurate prediction.We are also concerned about the accuracy of the neural net. Acquiring 
information of a far away object could lead to some major accuracy issues. 

5.2 RISK ASSESSMENT 

This project is going to be run on an embedded board inside a flying drone. This is largely a 
research project and neural networks require some powerful hardware to run. It is therefore 
possible that the system cannot work on the board we use. 

Hardware failures are a possibility, which would cause time delays at best, and require 
replacements or alternatives at worst. We expect this project to push our board to its limits. 

 We will be using some software and libraries that are not owned by us. Anything we use 
will be under general public use license. 
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6 Timeline 

6.1 FIRST SEMESTER 

The first semester will be used to first learn about neural networks and be able to understand how 
to implement  them in TensorFlow. Once we have a strong idea of how neural networks function, 
we’ll determine how to break down the project to implement the features we want and create a 
plan to implement them. There is some concern about TensorFlow not being able to run on the TX1 
board we specified. If this becomes an issue later on, we are open to adapting to a new library, such 
as Caffe. 

By the end of the semester, we want to have basic functionality implemented, such as camera 
control and image input, simple image processing, and image analysis. This should all be able to be 
run on a personal computer, but in such a way as to make it easy to implement on an embedded 
board. The system should also be able to be trained for particular objects. This is one of the more 
important parts for the system as this is what allows the network to determine if a particular object 
is visible.  

Additional features we want the system to be able to do are not expected to be started until next 
semester, however with the number of people we have working on this, we should be able to have 
extra features at least started. 

We’ll be designing a user interface as well to display information we collect. The UI would be used 
for training data output as well as providing important information back from the board such as 
type of object, orientation of object, and distance calculation to the object identified. 

We will also need to collect images to analyze. One of the hardest parts of any neural network is 
finding large data sets to put into it. To get the images we need, we will be using a free flight 
simulator to get images of aircraft for aerial detection, and we will either use google earth, or a 
drone with a camera to take many pictures of objects we could test. We will be collecting images 
throughout the semester, and possibly throughout next semester, for different objects. 

March 

● Basic neural network setup 
● Hello World on desktop 

April 

● Basic object detection 
● Camera support implemented 
● Simple image processing 

May 

● Basic functionality implemented and working 
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● Object recognition working on computer 
● Embedded system hello world 

 

The last thing we want working at the start of the first semester, is a functional “Hello world” 
equivalent for neural networks working on the embedded board. 

6.2 SECOND SEMESTER 

Since we will have two boards available, the Jetson Tk1 and Jetson Tx1, we want it to be able to run 
on the Tk1. We want to be able to determine early on if the Tk1 is going to be powerful enough, or if 
we must use the Tx1. We expect implementation onto the Tx1 to be more difficult due to some 
discussions we’ve read online on the board. 

Some features we want to implement include runway detection, airport detection, aerial object 
detection, object analysis and classification, landmark and ground feature detection, movement 
tracking, and trajectory prediction. All of these require the base object detection to be functional. 
From there post-processing the data from the neural network and cross checking additional data 
provided by the drone to get the results we want. Most of these features should be able to be 
implemented simultaneously due to our large team. We’ll add additional features as time permits. 

September 

● Embedded System with Neural Network 
● Nearly all training data acquired and prepared 

October 

● Functionality Finished 
● Object recognition working on board 

November 

● Testing in real world conditions 
● Rough demo 

 

7 Budget 
Hardware: 

● NVIDIA Jetson TX1 Development Kit - $199.99  
● NVIDIA Jetson TK1 Development Kit - $299.99 (Based on research findings, will show if 

upgrade is required) 
● Embedded camera (1) - Expected cost $100-200 each (can expand to multiple) 
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Personel: 
● Team V.O.L.D.E.M.O.R.T. - Free 

  
Total:  

Base cost = $599.99 
Extended cost = $799.99 + $400 per additional camera  

8 Conclusions 
 By project’s close, we shall have a system utilizing an onboard system in realtime to 

provide information to flight systems regarding location of objects in a drone camera’s view. We 
have some ambitious goals for this project, but we are dedicated and eager. We will have it 
detecting airports, providing useful information about objects it sees, and be able to be trained to 
detect new objects. 
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